
Gradient Descent

Consider a function E : Rn → R, w = (w1,w2, . . . ,wn) 7→ E(w). The

gradient ∇E of E is defined by

∇E :=

(
∂E
∂w1

,
∂E
∂w2

, . . . ,
∂E
∂wn

)
.

Proposition
E(w): differentiable in a nbhd of w

The function E(w) decreases fastest in the direction of −∇E(w).
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Proof: For a unit vector u, the directional derivative DuE is given by

DuE = lim
t→0

E(w0 + tu)− E(w0)

t
= g′(0),

where g(t) = E(w0 + tu). Let w = w0 + tu. Using the chain rule,

g′(0) =
n∑

i=1

∂E
∂wi
· dwi

dt
= ∇E · u.

Furthermore,

DuE = ∇E · u = |∇E | |u| cos θ = |∇E | cos θ,

where θ is the angle between ∇E and u. The minimum value of DuE

occurs when cos θ is −1. �
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Choose an initial point w0.

Set

wk+1 = wk − ηk∇E(wk )

where ηk is the step size or learning rate.

Usually, for some η > 0, we set ηk = η for all k .

From Proposition, we have

E(wk ) ≥ E(wk+1).
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Under some moderate conditions,

E(wk )→ local minimum as k →∞.

In particular, this is true when E is convex or when ∇E is Lipschitz

continuous.

w∗ = limk→∞wk

We use wk for a sufficiently large k as an approximation of w∗.

This method is called gradient descent.

Caveat: Making a right choice of η is crucial.
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Example

Consider E(w) = E(w1,w2) = w4
1 + w4

2 − 16w1w2.

Then ∇E(w) = [4w3
1 − 16w2,4w3

2 − 16w1].

Choose w0 = (1,1) and η = 0.01.

w30 = (1.99995558586289,1.99995558586289)

E(w30) = −31.9999999368777

We see that wk → (2,2) and E(2,2) = −32.

Indeed, when w = (2,2), a local minimum of E(w) is −32.

Exercise: Find all the local minima of E(w).
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Q: Can we do linear regression using gradient descent?

E = ‖Y − XM‖2, ∇E = −2X T (Y − XM)
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Define σ(x) =
ex

ex + 1
=

1
1 + e−x . It is called a sigmoid function.

In logistic regression we will minimize the following error function

E(w) = −
N∑

n=1

{tn ln yn + (1− tn) ln(1− yn)},

where we write w = (w1,w2, . . . ,wk+1) and

yn = σ(w1xn1 + w2xn2 + · · ·+ wkxnk + wk+1).

Compute the gradient ∇E(w).
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Crucial identity:

σ′(x) = σ(x)(1− σ(x))

Thus it is a solution to

dy
dx

= y(1− y),

which is called a logistic equation.

(ln y)′ =
1
y

y ′ = 1− y .

(ln(1− y))′ =
1

1− y
(−y ′) = −y .
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E(w) = −
N∑

n=1

{tn ln yn + (1− tn) ln(1− yn)},

yn = σ(w1xn1 + w2xn2 + · · ·+ wkxnk + wk+1).
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We have

∂E
∂wj

=
N∑

n=1

(yn − tn)xnj .

Assume ∇E = 0.

When j = k + 1, we have xn,k+1 = 1 for all n, and

N∑
n=1

yn =
N∑

n=1

tn.

N∑
n=1

yn =
N∑

n=1

1
1 + exp(−(w1xn1 + w2xn2 + · · ·+ wkxnk + wk+1))
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