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Elementary Matrices

An elementary matrix is obtained by doing a single row operation
on the identity matrix.

There are three types.



Elementary Matrices - Permutations
Suppose

𝐼 =
⎡
⎢
⎢
⎢
⎣

1 0 0 ⋯ 0
0 1 0 ⋯ 0
0 0 1 ⋯ 0
0 0 0 ⋱ 0
0 0 0 ⋯ 1

⎤
⎥
⎥
⎥
⎦

Switch the first and third rows (for example) and you get

𝐼 =
⎡
⎢
⎢
⎢
⎣

0 0 1 ⋯ 0
0 1 0 ⋯ 0
1 0 0 ⋯ 0
0 0 0 ⋱ 0
0 0 0 ⋯ 1

⎤
⎥
⎥
⎥
⎦



Elementary Matrices - Permutations

If 𝐸 is the elementary matrix obtained from 𝐼𝑛 by swapping rows 𝑖
and 𝑗, and 𝐴 is an 𝑛 × 𝑚 matrix, then 𝐸𝐴 is obtained from 𝐴 by
swapping rows 𝑖 and 𝑗.

Such an 𝐸 is an invertible matrix.



Elementary Matrices - scaling

If 𝐸 is the elementary matrix obtained from 𝐼𝑛 by multiplying row
𝑖 by 𝑎, and 𝐴 is any 𝑛 × 𝑚 matrix, then 𝐸𝐴 is obtained from 𝐴
by scaling row 𝑖 by 𝑎.

Such an 𝐸 is an invertible matrix.



Elementary Matrices - adding

If 𝐸 is the elementary matrix obtained from 𝐼𝑛 by replacing row 𝑖
by the sum of row 𝑖 and row 𝑗, and 𝐴 is any 𝑛 × 𝑚 matrix, then
𝐸𝐴 is the matrix obtained from 𝐴 by adding rows 𝑖 and 𝑗.

Such an 𝐸 is an invertible matrix.



Theorem on elementary matrices

If 𝐴 is an 𝑛 × 𝑚 matrix, there is a sequence of elementary
matrices 𝐸1, … , 𝐸𝑘 so that

𝐸𝑘 ⋯ 𝐸2𝐸1𝐴

is in row reduced echelon from.

If 𝐴 is a square 𝑛 × 𝑛 matrix, then its row reduced form has only
diagonal entries.



Invertible matrices

If the rref of a square matrix 𝐴 has pivots in every column then 𝐴
is invertible.

𝐸𝑘 ⋯ 𝐸2𝐸1𝐴 = 𝐼𝑛

so

𝐴−1 = 𝐸−1
1 𝐸−1

2 ⋯ 𝐸−1
𝑘



Invertible matrices

If the rref does not have a pivot in every column, then it is not
invertible. Because in that case there is a vector 𝑣 which is not
zero such that

𝐸𝑘 ⋯ 𝐸2𝐸1𝐴𝑣 = 0

so 𝐴𝑣 = 0. But if 𝐴 were invertible then 𝐴−1𝐴𝑣 = 0 implies
𝑣 = 0, which is not true.



Computing the inverse

You can compute the inverse matrix of an 𝑛 × 𝑛 square matrix 𝐴
by finding the RREF of the 𝑛 × 2𝑛 matrix

[𝐴 𝐼𝑛]



Theorem on Invertible Matrices

Figure 1: Inverses



Invertible Linear Maps

Let 𝑇 ∶ R𝑛 → R𝑛 be a linear transformation.

Then 𝑇 is invertible if there is an “inverse function” 𝑆 ∶ R𝑛 → R𝑛

such that 𝑆(𝑇 (𝑥)) = 𝑇 (𝑆(𝑥)) = 𝑥 for all 𝑥 ∈ R𝑛.



Matrices and maps

Let 𝑇 ∶ R𝑛 → R𝑛 be a linear transformation and let 𝐴 be its
standard matrix. Then 𝑇 is invertible if and only if 𝐴 is an
invertible matrix.

If 𝑇 is invertible, then 𝑇 is onto. Let 𝑥 ∈ R𝑛. Then 𝑇 (𝑆(𝑥)) = 𝑥
so 𝑆(𝑥) is the element that maps to 𝑇 . If 𝑦 = 𝑆(𝑥), then 𝐴𝑦 = 𝑥
so the range of 𝐴 is all of R𝑛 and so 𝐴 is invertible.

Conversely if 𝐴 is invertible then 𝑆(𝑥) = 𝐴−1𝑥 has the desired
properties.



Inverses are unique

Note: if 𝑇 has an inverse, it is one-to-one. Because if
𝑇 (𝑥) = 𝑇 (𝑦),then 𝑆(𝑇 (𝑥)) = 𝑆(𝑇 (𝑦)) and therefore 𝑥 = 𝑦.

Note: inverse functions are unique. If 𝑆(𝑇 (𝑥)) = 𝑇 (𝑆(𝑥)) = 𝑥
and 𝑈(𝑇 (𝑥)) = 𝑇 (𝑈(𝑥)) = 𝑥 then 𝑇 (𝑆(𝑥)) = 𝑇 (𝑈(𝑥)). Since 𝑇
is one-to-one, 𝑆(𝑥) = 𝑈(𝑥).
Note: One can show that the inverse of a linear transformation is
linear. This is problem 48 on page 149 of the text.



Some T/F problems from the homework

Suppose that 𝐴 is an 𝑛 × 𝑛 matrix. True or False:

1. If the columns of 𝐴 span R𝑛, then they are linearly
independent.

2. The equation 𝐴𝑥 = 𝑏 always has at least one solution for each
𝑏 ∈ R𝑛.

3. If the linear transformation 𝑇 (𝑥) = 𝐴𝑥 is one-to-one from R𝑛

to R𝑛, then 𝐴 has 𝑛 pivots.

4. If 𝐴 has two identical columns, it is not invertible.

5. If 𝐴𝑇 is invertible, so is 𝐴.


