Least Squares

Jeremy Teitelbaum



Example Application: Least Squares Regression

TV Radio Newspaper Sales

1 2301 378 69.2 22.1
2 445 393 451 10.4
3 172 459 693 9.3

4 1515 413 585 18.5
5 180.8 10.8 58.4 12.9
6 8.7 489 75.0 7.2

7 575 328 235 11.8
8 1202 19.6 116 13.2
9 8.6 21 1.0 4.8

10 199.8 2.6 21.2 10.6

10 rows of a 200 row table. Predict sales using a linear model:

sales = A(TV') + B(Radio) + C(Newspaper) + U



Least squares

Create a 200 x 4 matrix D by removing the sales column and
adding a column of ones. Let Y be the column of sales data.

If sales were a perfect linear function, then we would have
Y=D

U
A
B
D

But this isn't true. So instead we try to minimize |Y — DM |
where

OWme S

is a variable.



Geometry

The four columns of the data matrix span a four dimensional space
W in R2%0. We try to find a point in this span that is as close to
Y as possible.

We know this is given by orthogonal projection. That is, we want
to find Y = DM so that Y — Y is perpendicular to the vectors
spanning W. This boils down to the requirement that



Least Squares solution

This gives the equation

DTDM — DTY =0
or
M = (DTD)"'DTY

The predicted values are

Y = DM = D(DTD)'DTYy



Computer Calculation

This shows the true and computed values for sales.

U=2.9389 A=0.0458 B=0.1885 C = -0.0010



Residuals

Residual plot

Difference between observed and modelled sales

—61
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